
1. Introduction

The rapid advancement of technology has revolutionized 
access to information. However, for languages with 
limited digital resources, like Yoruba, this progress 
can leave a significant portion of the population behind 
(Akomolede & Olowojebutu, 2025). Yoruba, spoken 
by over 35 million people primarily in Nigeria and 
neighbouring West African countries, faces a scarcity of 
robust Text-to-Speech (TTS) systems that can handle its 
unique tonal complexities (Yusuff & Osunnuga, 2018). 
This shortage significantly impedes Yoruba speakers’ 
access to digital content, especially in the realms of 
education and literacy development (Akomolede & 
Olowojebutu, 2025). Automatic reading machines 

(ARMs) offer a promising solution for overcoming these 
literacy challenges, especially in regions with limited 
access to traditional reading materials (Ademola, 2024). 
However, the effectiveness of such machines hinges on 
the availability of high-quality TTS systems capable of 
accurately rendering Yoruba text into natural-sounding 
speech (Adeyemo & Idowu. 2015). 

This paper presents the development and evaluation 
of a concatenative TTS system specifically designed 
for integration into ARMs. Concatenative synthesis 
leverages pre-recorded speech segments to generate 
synthesized speech, offering a well-established approach 
for achieving high-quality and natural-sounding output. 
Our research has two primary objectives: (i) Developing 
a comprehensive Yoruba speech corpus and (ii) 
Implementing a concatenative synthesis framework.
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By achieving these objectives, this study aims to 
contribute to the advancement of Yoruba language 
technology and bridge the digital divide for Yoruba 
speakers. The developed TTS system, integrated into 
ARMs, will enhance accessibility of educational and 
other digital content, fostering literacy development and 
cultural preservation.

Yoruba, a tonal language, relies on pitch variations 
to convey meaning. Words with identical spellings can 
have entirely different meanings depending on the tone 
used. For example, Ìgbá (locust tree), Igbà (climber), 
Igba (two hundred), and Igbá (calabash) all share the 
same orthography but differ in meaning due to tonal 
variations. Similarly, Àjà (roof) and Ajá (dog) are 
distinguished solely by tone.

To represent these tonal distinctions, Yoruba utilizes 
three diacritical marks:
	 High tone (´) – acute accent (e.g., é)
	 Mid tone (unmarked) – may be marked with a 	
	 macron (ẹ) for disambiguation
	 Low tone (`) – grave accent (e.g., ò)

These diacritical marks are placed on vowel letters 
within each syllable of a word.

The standard Yoruba orthography, established 
in 1974 by the Joint Consultative Committee (JCC), 
consists of 25 characters (Olúmúyìwá, 2013). Seven of 
these characters represent vowels, while the remaining 
eighteen function as consonants. Notably, all letters 
can be written in both uppercase and lowercase forms 
(Oladiipo, Taiwo, & Emmanuel, 2020).

1.1.	 Yoruba Orthography (Character Set)

The Yoruba orthography consists of 25 characters, 
proposed by the Joint Consultative Committee (JCC) in 
1974. A few of these characters resemble Roman letters. 
Among the 25 characters, seven function as vowels 
while the remaining 18 are consonants. All 25 letters in 
the Yoruba character set can be written in both uppercase 
and lowercase forms. The standard Yoruba orthography 
is shown in Table 1.

Table 1: Standard Yoruba Orthography
Upper 
case

A B D E Ẹ F G GB I H J K L M N O Ọ P R S 
Ṣ T U W Y

Lower 
case

a b d e ẹ f g gb i h j k l m n o ọ p r s ṣ t u w y

Vowels A E Ẹ I O Ọ U (Upper case)
a e ẹ i o ọ u (Lower case)

The letter ‘GB’ or ‘gb’ is the only digraph in Yoruba 
orthography, a combination of two consonants. This is a 
special case and the only situation where two consonant 

letters follow each other in Yoruba orthography (Ajao et 
al., 2015). This combination is taken as a single entity 
in Yoruba character recognition systems once these two 
letters follow each other.

1.2.	 Syllable Structure in Yoruba

Standard Yoruba orthography utilizes 25 characters 
categorized into vowels (7) and consonants (18) 
(Adebayo, 2023). Vowel characters with tonal markings 
define the acoustic sound and meaning of words. Three 
distinct Yoruba syllable structures can be identified as 
follows (Orie, 2000)): 
(i)	 Standalone vowel syllable (V): This occurs 21 	
	 times in standard Yoruba (e.g., a, i, u). 
(ii)	 Consonant-vowel (CV) syllable: Formed by 	
	 combining a consonant and a vowel (e.g., ba, 	
	 pe, so). These are the most frequent syllables, 	
	 occurring 378 times. 
(iii)	 Nasal vowel syllables (NSV): These involve 	
	 specific characters (Mm and Nn) combined 	
	 with vowels to create nasalized sounds (e.g., 	
	 an, in, un). 

Standard Yoruba has five nasalized vowels, totalling 
270 occurrences (Adebayo, 2023). Accounting for 
these variations, the total number of Yoruba phoneme 
syllables is 669, while the count of grapheme syllables 
reaches 1,338. Table 1 showcases examples of syllable 
structures in standard Yoruba.

Table 2: Samples of syllable structure in SY
Words Yorùbá Syllable Structure

C CV NSV
Àjà /À/ /jà/
Ikán /I/ /kán/
Adéwálé /A/ /dé/

/wá/
/lé/

ìbíyẹmí /ì/ /bí/
/yẹ/
/mí/

ìkárὺn /ì/ /ká/ /rὺn/

This research contributes to the advancement of 
Yoruba language technology and holds promise for 
promoting literacy development for Yoruba cultural 
preservation. The concatenative approach effectively 
generates natural and intelligible Yoruba speech. The 
paper is organised as follows; section one deals with 
the introduction, followed by related works in section 
two. Section three elucidates the methodology of the 
work while section four gives experimental results 
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and discussion, and finally, section five presents the 
conclusion of the research work.

2. Review of Related Works

Text-to-Speech (TTS) involves two stages: the front-
end and the back-end. The front-end involves text 
preparation, known as text tokenization, normalization, 
or text recognition (Isewon, 2014). The back-end 
involves speech synthesis. This section reviews previous 
works on both optical character recognition (OCR) and 
text-to-speech synthesis.

3. Methodology

The concept of Text-to-Speech technology combines 
the capabilities of optical character recognition and 
speech synthesis systems to enable the conversion of 

text captured by a camera, scanner, or other means into 
synthesized speech. This integration offers a convenient 
and accessible way to convert printed information into 
an audio format.

3.1.	 The proposed model

The proposed concatenative Yoruba Text-to-Speech 
(TTS) model, shown in Figure 1, consists of several 
modules:
1	 Data Acquisition Module: Collects and records 	
	 Yoruba speech samples.
2.	 Yoruba Optical Character Recognition 		
	 (YOCR) Module: Recognizes and processes 	
	 Yoruba characters from images.
3.	 Speech Synthesis Module: Synthesizes speech 	
	 from recognized text.
4.	 Output Module: Outputs the synthesized speech.

Table 3: Review of related works
S/N Author(s) The Work The Method Strength of the 

work
Research gap

1 Katiyar et al. 
(2017)

Offline Yoruba 
handwritten 
character recognition 
system.

Support 
Vector 
Machine 
(SVM).

Reported 76.7% 
recognition rate.

Drawbacks of SVM were not 
mitigated resulting in low 
performance (Karamizadeh et al., 
2014).

2 Oni & 
Asahiah 
(2020)

modelling of an OCR 
system for Yoruba 
printed text images.

Long 
Short-Term 
Memory 
(LSTM) 
algorithm.

Reported varying 
Character Error 
Rates (CER) due to 
LSTM's sensitivity 
to parameter 
tuning.

High computational costs and 
large memory requirements.

3 Yu, Kim, & 
Choi (2023)

OCR in Field 
Programmable Gate 
Arrays (FPGA).

Memory-
centric and 
memory-
tree-based 
method.

Reported 34.24µs 
execution time 
at 18.59W power 
consumption.

Memory centric and
memory-tree based algorithms are
associated 
with overfitting which usually 
results in power consumption.

4 Oyeniran et 
al. (2021)

Developed an improved 
database of handwritten 
Yoruba characters.

Reported 66.7% 
recognition rate.

No classification method 
reported. Character image 
enhancement method used was 
not mentioned.

5 Akinwonmi 
& Alese 
(2013)

TTS synthesis 
using prosodic fusion 
methods.

Prosodic 
fusion 
method.

Voice mismatch, high 
computational intensity due 
prosody grouping and intonation 
differentiation.

6 Iyanda & 
Ninan (2017)

Developed Yoruba TTS 
system.

Festival 
algorithm.

Recorded 55.56% 
intelligibility and 
50% naturalness.

Open-Source TTS system, 
for less-researched languages like 
Yoruba, will always result in poor 
performance for naturalness and 
intelligibility (Rehm & 
Uszkoreit, 2012; Kuligowska et 
al., 2018).
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Each of these modules will be elucidated in the 
subsequent sections.

3.2.	 Optical character recognition

Optical Character Recognition System (OCRS) typically 
includes four modules: image acquisition, character pre-
processing, segmentation and feature extraction, and 
recognition. A post-processing module is sometimes 
included to fine-tune the output for better results. The 
flowchart for the Yoruba Optical Character Recognition 
System (YOCRS) is shown in Figure 2. It begins 
with image acquisition, followed by pre-processing to 
convert colour images to grayscale to reduce storage 
space. Image enhancement techniques like filtering 
and smoothing are applied to remove artefacts and 
emphasize required details.

The character recognition was achieved using 
normalized cross correlation template matching method. 
In Template matching algorithms, the matching block 
computes match metric values by sliding a template over 
a region or the entire image and then find the best match 
( Desai et al., 2014).  The template matching metric used 
was Sum of Absolute Difference (SAD), the equation 
for SAD template matching metric is given as:

                                      (1)

Where Xi and Yi are the elements at index i in arrays X 
and Y.

The segmented characters were also size-normalized 
to equal dimensions. The cross-correlation was then 
carried out on the input images’ (document image) 
segmented characters and the characters in the database. 
The algorithm for normalized Cross-Correlation (NCC) 
between two arrays X and Y of the same length n is 
given in equations 2 and 3: 
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Figure 2: Yorùbá optical character recognition system 
(YOCRS) flowchart

	        
Figure 1: The proposed Concatenative Yoruba TTS
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1.	 Calculate the mean of array X and array Y: 

                    (2)

                          (3)

2.	 Equation 4 and 5 Calculates the standard 	
	 deviation of array X and array Y:

  (4)

  (5)
3.	 Equation 6 calculates the Normalized Cross-	
	 Correlation (NCC) between arrays X and Y:
		

(6)
The NCC value ranges between -1 and 1, where 

1 indicates a perfect positive correlation, -1 indicates 
a perfect negative correlation, and 0 indicates no 
correlation.

3.3.	 Yoruba Character Unicode Mapping

Segmented and recognized Yoruba characters are 
encoded and mapped to the Unicode character set. 
Unicode code points range from U+00000 to U+10FFFF, 
including standard ASCII and extended ASCII. UTF-8 
was selected for Yoruba character coding to conserve 
memory space, as it represents characters in multiples 
of eight bits or one byte.

3.4.	 Yorùbá Character Encoding Algorithm

Algorithm 1 describes the Yoruba character coding steps 
and the storage in the system memory.

3.5.	 Grapheme Yorùbá Syllable Segmentation

Yorùbá is a tonal language whose most acoustically 
and perceptual coherent unit of sound is its syllables 
(Kumolalo et al., 2017). As mentioned earlier, Yorùbá 
language has three syllables. The purpose of this 
section is to segment grapheme Yorùbá words into their 
syllables. Connected component analysis and Euclidean 
distance algorithms are being implemented to achieve 
this. The input Yorùbá text was being returned as 

tokenized Yorùbá syllables. The algorithm to achieve 
this is given as Algorithm 2.

Algorithm 1: Yoruba Character Coding Steps

Algorithm 2: Tokenization of Yorùbá Syllables

3.6 Yorùbá Concatenative Speech Synthesis

The concatenative synthesis produces the best 
synthetic speech with a high degree of naturalness and 
intelligibility in terms of rhythms and timbre close to the 
original voice actor (Tan et al., 2021). The computational 
cost is low and the storage requirement depends on the 
corpora selected as the concatenation units (Kayte et 
al., 2015). The front-end, and back-end are independent 
components, Yorùbá document reader only requires 
their careful integration at the final stage. The flowchart 
of the Yorùbá concatenative speech synthesis is shown 
in Figure 3.

Ten (10) professional Yorùbá speakers were engaged 
in recording of Yorùbá phonemes, 669 syllables, 
and some Yorùbá words at Tiwa N Tiwa (TNT) FM 
(102.5MHz) radio station Ijagbo, Kwara state, Nigeria. 
Each of the recordings has an average duration of 1095 
seconds and a memory space of 25.3MB. The best 
recordings with minimum variation in tone and pitch were 
selected for further pre-processing. The segmentation, 
pitch marking, and annotation of the recordings were 
carried out with Phonetic Representation and analysis 
of Speech (PRAAT) version 6.1.47. The annotation of 
recorded syllables was carried out using Unicode UTF-8 
encoding. 
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3.7.	 Yoruba Syllable Speech Signal windowing

Windowing optimizes the computational requirement 
and analysis of speech signals. Windowing smoothly 
tapers the signal at its ends, for concatenative synthesis, 
the tapering reduces the frequency mismatch and 
spectral leakages at the concatenative points.  Segmented 
Yoruba syllable speech signals were convolved with the 
Hamming window function in equation (7), the result 
of the convolution is given in equation (8) which is a 
windowed speech signal.

       (7)
In its simplest form, speech signal in frequency domain 
is given as

                                        (8)

	 

	  

	  

	  
therefore, the windowed syllable speech signal will 
be given as 

         		  		   (9)

3.8 Concatenated Yorùbá Syllable Speech Signal 
Pre-Emphasis Filtering 

Pre-emphasis filters are essentially a Finite Impulse 
Response (FIR) filter. FIR filters are causal systems 
whose output depends on past and present input. 
The causality of the FIR filter is mitigated by shift-
ing and truncation of the impulse response using 
windowing, and also discretizing the coefficient of 
its impulse response. Emphasis filter as a non-re-
cursive first-order autoregressive FIR filter is math-
ematically represented as:

         	               (10)

   

  
   

 (Ken-
nedy, 2023).
Pre-emphasis Filter Design Specification 
(López-Espejo et al., 2024):

1.	 Passband cutoff frequency ωp <= 4.1kHz

2.	 Stopband cutoff frequency ωs=> 4.15kHz

3.	 Stopband deviation δp= 0.01

4.	 Stopband attenuation = 20logδp = -40dB                                   

5.       Transition band  = ωs- ωp = 0.05	
	 kHz                                          		
6.	 Sampling frequency = 4.1kHz 

7.	 No of sample N required is given as 

 			 

8.  Cut-off frequency ωc=                                           

9.  Normalized cut-off frequency = = 
1.00609756	

The ideal impulse response of low-pass FIR filter is 
given as Hamming window function for the design as:

        0 	  (11)	
			   (11)

	      (12)	
Pre-emphasis Filter Design Algorithm

The algorithm 3 describes the step-by-step 
implementation of design specification of pre- emphasis 
filtering.

4. Results
The results showed a high impact of windowing the 
Yoruba syllable speech signal before concatenation and 
a positive effect of pre-emphasis filtering of concate-
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nated syllable speech signals. Table 3 shows the com-
parison of windowed and unwindowed syllable speech 
signals. The values of signal energy of windowed signal 
which is approximately zero (0) at the edges i.e. 100 x 
10-2ms and (1741 – 1750) x 10-2ms. while the value 
of signal energy for both windowed and unwindowed 
signals was approximately the same at the centre of the 
signal. This results in the smooth joining of the concat-
enated syllable reducing the spectral mismatch at the 
concatenative joints.
Algorithm 3: Design Specification of Pre- Emphasis Filtering.

The responses of the designed filter are shown in Fig-
ure 4. The magnitude and the impulse response of the 
designed filter are as expected, the impulse response is 
symmetrical about the 40th sample, which means that 
the total number of samples will be eighty (80), and the 
settling time is also within the desired number of sam-
ples.

The designed filter was tested by corrupting some 
concatenated syllable speech signals with white Gaussian 
noise of probability density function 0.05. The signal-
to-noise ratio (SNR) of the corrupted speech signals was 
enhanced with a minimum of 3dB. Table 4 shows the 
comparison between the power spectral density (PSD) 
of the corrupted speech signal and the filtered speech 
signal. The PSD of the filtered signal is approximately 
equal to the PSD of the original (uncorrupted speech 
signal).

(a) The magnitude response of the designed  

filter

(b) The impulse response of the designed

       filter
Figure 4: The responses of the designed filter

4.1.	 Test and validation of the System

The results showed that the concatenation of 
two-syllable words has higher MOS compared 
with three, four, and five-syllable words. Also, 

Table 3: Energy of Windowed and Unwindowed speech signal

Time 
x 10-2 
(ms)

Energy of 
Unwindowed 
Signal 

Energy of 
windowed 
signal 

Time x 
10-2 (ms)

Energy of 
Unwindowed 
Signal 

Energy of 
windowed 
signal 

Time x 
10-2 (ms)

Energy of 
Unwindowed 
Signal 

Energy of 
windowed 
signal 

1 0.3285 0.0263 951 0.1387 0.1380 1741 0.3035 0.0683
2 0.3484 0.0279 952 0.1054 0.1049 1742 0.2381 0.0534
3 0.3635 0.0291 953 0.0767 0.0763 1743 0.1854 0.0413
4 0.3654 0.0292 954 0.0541 0.0538 1744 0.1474 0.0327
5 0.3475 0.0278 955 0.0417 0.0415 1745 0.1175 0.0260
6 0.3148 0.0252 956 0.0363 0.0361 1746 0.0809 0.0178
7 0.2811 0.0225 957 0.0324 0.0322 1747 0.0391 0.0085
8 0.2597 0.0208 958 0.0320 0.0319 1748 -0.0010 -0.0002
9 0.2538 0.0203 959 0.0311 0.0310 1749 -0.0472 -0.0102
10 0.2580 0.0207 960 0.0215 0.0214 1750 -0.1004 -0.0217
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the results showed lower MOS for phrases, this is 
due to the increase in the number of concatenative 
joints. However, windowing and pre-emphasis fil-
tering have improved the concatenation output and 
eventually the usability of the concatenated Yorùbá 
syllables. Figures 5 and 6 show the mean opinion 
scores and respondents’ responses for the concate-
nated speech signals respectively. 

Figure 5: Mean Opinion Scores

Figure 6: Respondents’ Response to the Concatenated 
Speech Signals.

The system developed achieved a maximum intelligibil-
ity MOS of 4.86 for two-syllable Yoruba words and the 
least MOS of 4.37 for concatenated phrases/sentences. 
This showed maximum intelligibility of 97.2% and least 
intelligibility of 87.4% which is better when compared 
with 55.6% reported in the literature using Festival al-
gorithm. An MCD value of 4.0 or lower is considered 
excellent quality synthetic speech, the developed system 
achieved a mean MCD of 1.58. This signifies minimum 
distortion between the recorded speech and the synthe-
sized speech. 

5.Discussion

The performance of the developed concatenative TTS 
system represents a significant advancement over ex-
isting Yoruba speech synthesis models. Specifically, 
the system achieved a maximum Mean Opinion Score 
(MOS) of 4.86 for two-syllable words and 4.37 for full 
sentences. When compared to the work of Iyanda and 
Ninan (2017), who utilized the open-source Festival al-
gorithm and reported an intelligibility rate of 55.56% 
(approximately 2.78 MOS), our approach demonstrates 
a substantial increase in clarity and naturalness. This im-
provement validates the research premise that generic, 
open-source TTS systems often yield poor results for 
less-researched, tonal languages like Yoruba.

Unlike the “prosodic fusion” methods proposed by 
Akinwonmi and Alese (2013), which often suffered from 
voice mismatch and high computational intensity, our 
syllable-based concatenative framework utilizes Ham-
ming windowing to smoothly taper signals. As shown in 
Table 3, windowing reduced signal energy at the edges 
to approximately zero, effectively mitigating the spec-
tral leakages and frequency mismatches that typically 
occur at concatenative joints. Furthermore, the achieved 
Mean Mel Cepstral Distortion (MCD) of 1.58 is well 
below the industry benchmark of 4.0 for excellent qual-
ity speech, indicating significantly lower distortion than 

Table 4: Comparison of Power Spectral Density of Original, Corrupted and Filtered concatenated speech signal

Frequency (Hz)
Concatenated SSS 
Power(W)

Corrupted Concatenated 
SSS Power(W)

Filtered corrupted 
Concatenated SSS 
Power(W)

29.4 1.0042 2.7146 1.0002
58.8 1.0012 4.3810 1.0007
88.2 1.0005 4.2500 1.0004
117.6 1.0005 2.1652 1.0003
147.0 1.0003 5.5935 1.0002
176.4 1.0003 2.9154 1.0002
205.8 1.0003 5.5935 1.0002
235.2 1.0005 2.1652 1.0003
264.6 1.0005 4.2500 1.0004
294.0 1.0012 4.3810 1.0007
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previous efforts.

The integration of the Yoruba Optical Character Rec-
ognition (YOCRS) module addresses the “abysmal 
performance” of previous digital tools noted by Ako-
molede and Olowojebutu (2025). By employing Nor-
malized Cross-Correlation (NCC), the system avoids 
the low-performance drawbacks associated with Sup-
port Vector Machines (SVM) reported by Katiyar et al. 
(2017), who achieved only a 76.7% recognition rate. 
This robust front-end ensures that the tonal diacritics 
- essential for distinguishing words like Àjà (roof) and 
Ajá (dog) - are accurately mapped to Unicode before 
synthesis.

6. Conclusion
This paper has addressed the critical issue of digital ac-
cessibility for speakers of the Yoruba language through 
the development and evaluation of a concatenative Text-
to-Speech (TTS) system tailored for use in Automatic 
Reading Machines (ARM). By leveraging concatenative 
synthesis and carefully constructing a comprehensive 
Yoruba speech syllable database, we have successful-
ly generated natural-sounding Yoruba speech, thereby 
overcoming the lack of robust TTS solutions for less re-
searched languages such as Yoruba.

The implementation of a concatenative synthesis 
framework optimized for Yoruba phonetics, including 
consideration of Diacritical Tonal Marks (DTM), has 
been detailed. Through rigorous evaluation using both 
objective metrics, Mel Cepstral Distortion (MCD), 
and subjective measures Mean Opinion Score (MOS), 
we have demonstrated the intelligibility, naturalness, 
distortion-free, and robustness of the synthesized Yoruba 
speech across various linguistic contexts.
This interdisciplinary effort not only addresses the im-

mediate need for digital accessibility in educational, 
legal, and other human endeavours contexts but also 
contributes to the broader goals of literacy develop-
ment and cultural preservation among Yoruba speakers. 
Moving forward, continued research and development 
in this area will be vital for further enhancing digital 
accessibility and promoting the richness of the Yoruba 
language and culture.
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